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Abstract
Introduction. In recent years the irreproducibility of preclinical studies has become a serious concern in drug developmental 
research. The findings of preclinical studies that cannot be reproduced are a drain on public resources and slow down the 
drug discovery process. Among the various factors that contribute to irreproducibility in preclinical drug developmental 
research, poor statistical analysis and weak experimental design play a major role in the failure of drugs in clinical research. 
Objective. The aim of this review is to describe key factors, such as poor statistical analysis and weak experimental design, 
that contribute to the irreproducibility of preclinical studies in drug development, and how such studies slow down the 
drug development process.�  
Brief description of the state of knowledge. The irreproducibility of preclinical research is a serious issue that researchers, 
especially those who are involved in drug discovery, are facing today. The irreproducibility of research drains public 
resources, time, and diminish the trust of the common man in the research community. The factors that contribute to the 
irreproducibility of preclinical research are related to experiment design and improper statistical analysis of the experimental 
data. Most of these factors can be eliminated by researchers developing a commitment to science and society.�  
Conclusion. Poor experimental design and lack of knowledge or limited knowledge of statistical analysis of data contribute 
significantly to the irreproducibility of preclinical research. A well-designed experiment with proper statistical analysis of 
data conducted by committed researchers rarely fails to reproduce.
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INTRODUCTION

Irreproducibility of research within the laboratory where 
it was originally conducted and/or in other laboratories 
is a severe crisis that the research community is facing 
today. An accurate and detailed scientific publication on 
research findings should be produced, so that others can 
reproduce and build on those findings. Scientists struggle 
to reproduce research findings from vaguely explained 
experimental designs, and arrive at conclusions by using 
poorly-described statistical analysis. Compared to other fields 
of research, issues of irreproducibility are more prominent in 
preclinical drug research [1]. A survey revealed that scientists 
of pharmaceutical companies failed to reproduce the 
conclusion of more than 75% of peer-reviewed manuscripts 
[2]. Another similar survey conducted by 1,576 researchers 
revealed that more than 70% of them failed to reproduce the 
experiments of other researchers, and more than half failed 
to reproduce their own experiments [3]. Irreproducibility of 
research findings has become a serious concern to funders 
and policy makers [4]. In the United States, approximately 
US$28 billion per year is spent on irreproducible preclinical 

research [5]. The  inability to reproduce research findings 
diminishes public  confidence in science and leads to the 
waste of resources [6].

OBJECTIVE

This review presents the current state of knowledge regarding 
the key factors responsible for the irreproducibility of 
preclinical studies in drug development, and how such 
studies affect drug discovery.

DESCRIPTION OF THE STATE OF KNOWLEDGE

Contributing factors of irreproducibility of research. There 
are several reasons for the irreproducibility of an experiment. 
The key factors that contribute to the irreproducibility 
are given in Table 1. Scientists involved in the preclinical 
development of drugs tend to submit positive and favourable 
results for publication in scientific journals, some of which, 
interestingly, are biased towards publishing flashy, positive 
results [10]. Several new drug molecules have failed in 
clinical trials because the negative results obtained in the 
preclinical studies conducted with these drug molecules were 
not disclosed [11]. For example, a new tuberculosis vaccine 
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failed in clinical trials to show efficacy because the scientists 
presented only the positive results of animal studies, and 
did not disclose negative results [12]. The neuroprotective 
drug NXY-059, developed by AstraZeneca, the multinational 
pharmaceutical and biopharmaceutical company, was 
effective in experimental/animal models, but ineffective in a 
large clinical trial. A meta-analysis of individual animal data 
of 15 studies conducted with NXY-059 revealed that there 
were several sources of bias in the studies, e.g. publication bias, 
absence of sample size determination, analysis of data using 
limited statistical power [13], and improper randomization 
[14]. Randomization of animals in experimental and control 
groups is vital because randomization reduces bias in animal 
studies [15, 16], and according to Hess [17], wherever possible 
scientists should be blinded to treatment groups. Data from 
animal studies become reliable only when the animals are 
distributed randomly into treatment groups, and blind 
assessment of the outcome of the study is performed [18]. 
Bebarta et  al. [19] stated that ‘animal experiments where 
randomization and blind testing are not reported are five 
times more likely to report positive results’. Animal studies 
conducted with NXY-059 where randomization or blinding 
was not reported, showed an efficacy of 30% bigger than in 
studies that reported randomization or blinding [20].

In various scientific journals, sample size determination is 
not very well presented with due importance in animal studies 
[21]. The guidelines of regulatory toxicology unambiguously 
indicate the number of animals to be used in a group for 
study. In the research and development of a pharmaceutical 
company, where a large number of  new chemical entities 
(NCEs) are synthesized the scientists, often carry  out 
experiments with an ‘inadequate number’ of animals. Results 
from such studies may not be reproducible and may fail to 
provide the desired information on the effectiveness of the 
NCE [22]. Several scientists believe six animals per group 
is an adequate sample size on which to perform animal 
experiments; however, this has neither a scientific rationale 
nor a statistical basis [21].

Determination of sample size while designing an experiment 
is essential, which is illustrated in the following example: A 
study was conducted in rats to evaluate the hypoglycaemic 
potential of a herbal formulation. Twelve rats, divided into 2 
groups of 6 rats each, were made hyperglycaemic by injecting 
streptozotocin. To Group 1 (G1), distilled water and to Group 
2 (G2), herbal formulation were administered. Glucose in 
blood was measured in all the animals at the end of the 
experiment. A decrease of glucose >10% in G2 compared to 

G1 was considered as significant. Glucose level measured in 
G2 – 165±24 mg/dl, in G1 – 190 ± 24 mg/dl. Although the 
decrease observed was about 13% in G2, it was not statistically 
significant according to Student’s t-test. Blood glucose in G2 
would have differed significantly from G1 if the study had 
been conducted with a smple size of 14 rats each in G1 and G2. 
Several methods are available to calculate sample size [21].

A significant P- value is ‘insignificant’ in judging a 
significant difference. Although several decision trees are 
available for selecting an appropriate statistical tool for the 
analysis of preclinical data [23, 24], there is no congruence 
among scientists across different countries in the selection 
of statistical tool for the analysis of such data [25, 26]. 
In preclinical studies, the P-value is used to determine 
the significant differences in measurable items, such as 
functional observational battery, urinalysis, haematology, 
blood chemistry, organ weights, etc. [27]. The P-value is the 
probability of the observed data given that the null hypothesis 
is true [28]. Widely- used critical values such as P<0.05, P 
<0.01, and P<0.001 to denote specific levels of statistical 
significance may not always have biological relevance [29, 30]. 
Ronald Fisher, who introduced the P –value, never considered 
it as a definitive test to classify the data into significant and 
non-significant [31]. Fisher only meant the P-value to be 
used as a rough numerical guide to the strength of evidence 
against the null hypothesis [32].

Most researchers believe that the ultimate objective of a 
study is to calculate ‘P < 0.05’ resulting from null hypothesis 
significance tests [33]. This belief is based on the endorsement 
of the P-value by Fisher on certifying experimental result 
significant or non-significant: ‘A scientific fact should be 
regarded as experimentally established only if a properly 
designed experiment rarely fails to give this [P < 0.05] level 
of significance’ [34]. A false belief prevails among researchers 
that P < 0.05 does not apply to ‘noise’ (random data that 
obscure deterministic data of interest), hence, replicability 
is assured [35]. However, statistical significance (P < 0.05) 
can easily be obtained from mere noise [36]; hence, most of 
the studies with a statistically significant difference cannot 
be reproduced. Distinctly classifying the results of a study 
into statistically significant and non-significant, is itself 
considered as a statistical error [37]. Hence, the misuse of 
P-value is a major reason for the irreproducibility of the 
research findings [38]. According to Trafimow and Marks 
[39], the significance level of P at 0.05 is too easy to pass, and 
sometimes serves as an excuse for lower quality research. 

Table 1. Factors contributing to the irreproducibility of research

Factors Explanation

Pressure to publish research findings [7] In organizations where research performance is measured by the number of publications made, there exists 
pressure to publish papers. In such organizations, researchers tend to publish their findings without confirming 
them.

Biased reporting [7] Pressure from the investors and top management directly or indirectly put on the scientists to report scientific 
findings in a biased manner so as to satisfy them.

Poor experimental design [8] In preclinical experiments, several factors affect the result of the study. A sound scientific rationale should be 
established while selecting the animal model and determining the sample size of each group. 

Non-validation of experiments, non-qualification/
calibration of equipment, inadequate validation of 
reagents and biological materials [8,9]

Only validated experiment performed using qualified / calibrated equipment is reproducible. It is important to use 
validated reagents and biological materials in the experiment to obtain reproducible results.   

Selection of appropriate statistical tool and 
statistical significant level [9]

The data will be wrongly interpreted if the statistical tool used to analyse the data is inappropriate. A second 
thought should be given for assessing significance at 5% probability level.  
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Relying more on P- values for judging a significant difference 
may encourage unethical research practices [40]; for example, 
a P-value of 0.05 does not mean that the probability data that 
arose by chance alone is 1 in 20 [41].

Is the P-value misinterpreted? Some statisticians opined that 
P-values are commonly misunderstood and misinterpreted 
[42]. Several authors stated that the hypothesis set for 
P-values is itself irrelevant; hence, P-values overstate the 
evidence against those hypotheses [43, 44]. A common belief 
among scientists is that P < 0.05 indicates a 95% chance that 
a given hypothesis is correct. In fact, P < 0.05 only signifies 
whether the null hypothesis is true, all other assumptions 
made are valid, and there is a 5% chance of obtaining a result 
at least as extreme as the one observed [38]. A small P-value 
can be obtained by increasing the number of observations. 
In experiments where the number of observations is 
large, the P-value usually becomes statistically significant. 
Such significant P- values do not provide evidence for the 
quantitative significance of the effect (magnitude of effect) 
in the study, therefore, they lead to erroneous conclusions 
and interpretations [43, 45, 46]. One suggestion to overcome 
this situation is to change the P-value threshold for statistical 
significance from 0.05 to 0.005 [47]. Several statisticians 
have suggested replacing the P-value with Bayes’ rule, which 
explains probability as the plausibility of an outcome, rather 
than as the potential frequency of that outcome [31]. Another 
suggestion is to use the D-value, which connects effect size 
and discrimination error along with P-value. D-value, unlike 
the P-value, is not affected by sample size [48]. It has also been 
suggested to judge the significance of P-value together with 
confidence intervals. This will give a better understanding of 
whether the observed difference represents a true difference in 
the entire population from which the sample has been drawn. 
The data on which a significant difference is assessed using 
P-value, along with confidence intervals, is reproducible [49]. 
Confidence intervals combine the concepts of both biological 
and statistical significance [50]. In this context, it should 
be mentioned that the editors of Basic and Applied Social 
Psychology decided in 2015 not to publish papers containing 
P-values reported without confidence intervals [39], and 
the journal Osteoarthritis and Cartilage prefer confidence 
intervals to P- values [49].

It is essential that the scientists are aware of the underlying 
principle of the statistical tool used for the analysis of the 
data. Statistical analysis should not override the experience of 
the researcher in interpreting the results of experiments [22].

CONCLUSION

Research findings that are not reproducible misguide the 
research community, and irreproducible preclinical research 
has hampered the pace of drug development. Reproducibility 
of preclinical research can be achieved by the robust design 
of an experiment, and by understanding the underlying 
principle of the statistical tool intended for analyzing the 
data gathered from the experiment. It would be ideal to 
identify the elements that might affect the reproducibility of 
the results of the research right at the stage of design of the 
experiment, and implement a plan to mitigate them.
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